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Abstract 

The tripod operator is a class of feature extraction operators for range images which 
facilitate the recognition and localization of objects. It consists of three points in 3-space 
fixed at the vertices of an equilateral triangle and a procedure for making several scalar 
measurements in the coordinate frame of the triangle. The triangle is then moved as a 
rigid body until the three vertices lie on the surface of some range image or modeled 
object. The resulting measurements are local shape features which are invariant under 
rigid motions. These features can be used to automatically find distinctive regions at 
which to begin recognition, to rapidly screen candidate objects for a match, and to speed 
pruning in the generation of interpretation trees. Tripod operators are applicable to all 
3-D shapes, and reduce the need for specialized feature detectors. A key property is that 
they can be moved on the surface of an object in only three DOF (like a surveyor's tripod 
on the ground). Consequently, only a 3-dimensional manifold of feature space points can 
be generated, for any dimensionality of feature vector. Thus, objects can be represented 
compactly, and in a form allowing fast matching. 

They are used here to characterize objects by generating a cloud of points in feature 
space for each object by random placement of the operator. Then new feature measure- 
ments are made by operator placements in a range image containing one of those objects. 
Using a simple nearest-neighbor approach, we determine which objects are rejected and 
which remain as recognition candidates. Experiments were performed using this 
approach, showing that tripod operators have excellent discriminating power. 

19950510 093 



-2 

1. Introduction 

In recent years, research in the acquisition and use of range images has led to the 

development of increasingly fast and accurate rangefinders [6] and to a variety of 

increasingly effective methods for recognizing and locating objects in range images. The 

fundamental limits of performance have, however, not nearly been reached. This paper 

pursues the goal of high speed object recognition by introducing a class of range image 

operators that extract local shape information that is invariant under rigid motions of the 

object with respect to the rangefinder. These operators can be applied to 3-D objects of 

any shape. They exploit the fact that a small number (e.g., four to eight) of range meas- 

urements often contain a large amount of information about the identity and pose of 

objects on which they lie, particularly when the range data is very precise. The operators 

arose from studying the problem of efficiently mapping small sets of range measurements 

into sets of possible poses of various candidate objects. This was achieved by structur- 

ing the range data so that the mapping involves sets small enough to compute offline and 

store. 

The application of the tripod operator produces a numerical feature vector which 

retains much of the surface shape information contained in the range measurements 

involved, but no other information. Object pose can be recovered, if desired, by making 

use of the location of the operator in the coordinate frame of the rangefinder. We will 

describe here various properties and potential applications of tripod operators, concen- 

trating on the problem of rapidly recognizing a single object selected from a library of 

objects which the system has seen before. We present experimental results showing that 

the tripod operator has very strong discriminating power. In many cases, a single opera- 

tor application provides decisive evidence for the rejection of a candidate object, or 

strong evidence that an object does match. 

The most closely related previous work involves the exploitation of geometric con- 

straints to recognize rigid objects in range images. Grimson [1,5] extensively developed 

the idea of searching for associations between image features and model elements con- 

sistent with geometric constraints among the model elements, using interpretation trees 

to represent the consistent hypothesised associations (interpretations). This general 

approach was introduced by several authors [2,3,4,10] within a short time. Our work 

differs from these efforts in that we provide mechanisms for efficiently prestoring model 

information so that the costly early stages of interpretation tree generation can be 

avoided at recognition time. Lamdan and Wolfson [11] provide for such precompilation 

in a wide variety of vision problems, but require the existence of a reasonably small 

number of reasonably stable interest points, whereas our operators are to be used 
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anywhere on a surface. In contrast to [5], we use both dense range images and sparse 

sets automatically chosen from such images. In an initial report [12], we argue that the 

tripod operator should allow very fast recognition. Here we present experimental evi- 

dence supporting this. 

2. Definition of the Tripod Operator 

A tripod operator of order n consists of three points, called feet, at the vertices of a 

(usually equilateral) triangle having fixed prescribed edge lengths, and a procedure for 

making n scalar measurements of a surface in a coordinate frame determined by the tri- 

angle. A tripod operator is to be applied to a two-dimensional surface imbedded in 

three-space. This is generally in the form of a computer representation of a rigid physi- 

cal object, such as a surface interpolation of a range image, or a surface model of an 

object obtained from a computer aided design system or from range images. The opera- 

tor is applied by rotating and translating it as a rigid body until its three feet all lie on the 

surface, much as in placing a surveyor's transit or a camera tripod. Next, the n scalar 

measurements are made and regarded as a feature vector f of length n. f is an intrinsic 

property of the object represented by the surface; it depends on the shape of the object 

and on where the operator is placed on the object, but not on where the object and tripod 

are located in any coordinate system. 

As an introductory example, consider the simple order 1 operator shown in Fig. la. 

It consists of feet A, B and C at the vertices of an equilateral triangle of edgelength d, 

and a "probe" line passing through the center of the triangle and perpendicular to its 

plane. Now if the probe line intersects the surface at a point denoted by D, the distance 

from D to the plane of the triangle is the feature value generated. If A, B, C, and D fall at 

position vectors p!, p2, P3 and p4, respectively, then 

_ ((P2-P1) x (P3-P1))' ((P3-P4) 

II (ÖP2-P1) x (P3-P1)) I' 

can be used to compute the value of this tripod feature. A positive feature value 

represents a local depression in the surface, and a negative value represents a local 

"bump". Note in Fig. lb that we can generalize this operator to an order n operator by 

using n arbitrary space curves {x^j), x202), ...,x„(s„)} which we call probe curves. 

Each probe curve x,0,) is a position vector as a function of a scalar parameter st, which 

represents arc length along the curve. The application of the operator to a surface results 

in the values of the n scalars st determining where the probe curves intersect the surface. 

3. Linkable Tripod Operators 
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We now describe a class of tripod operators with particularly interesting properties 

which allow them to be chained, or linked together (see section 4.1). We will start with 

an order 1 example. The three feet A, B, and C of the tripod are at the vertices of an 

equilateral triangle of edge length d, and a probe curve is formed by a circle centered at 

the midpoint of the edge BC and coaxial with it, as shown in Fig. lc. The radius is 

^3d/2, so that any point D on the circle is at a distance d from both B and C. When 

applied to a surface, four point operator returns one parameter value, the angle 6 between 

the triangles ABC and BDC, where D is a point where the circle intersects the surface. 

Our convention is that 0 = 180° for a planar surface, with 6 > 180° if the hinge edge BC 

looks convex from the rangefinder's viewpoint. The application of the operator to a sur- 

face, yields p!, p2, P3 and p4 as the position vectors of A, B, C and D, respectively, and 

the scalar feature 0. Note that this operator is simply two triangles hinged at a common 

edge. It can be generalized to an operator of order n by hinging together n+1 triangles 

and defining one of them as the tripod. For example, Fig. Id shows an order 3 operator. 

Here points E and F are similar in function to D; after planting A, B and C on a surface, 

D, E and F are consecutively moved through their respective circular paths until they 

strike the surface, yielding three feature values 0! , 02 and 03. Fig. le shows an order 9 

operator. The points are computed sequentially from A through L. 

4. Two Uses of Tripod Operators 

In a complete recognition/localization system, there is first a need to reject impossi- 

ble candidate objects from the library of known objects as rapidly as possible. Doing this 

with tripod operators (section 6) is the main subject of the experimental work in this 

paper. At a later stage, if localization is desired, the system must bring to bear enough 

geometric information from the image to determine the pose of a final single candidate. 

This we approach by combining the ideas of interpretation tree search and tripod opera- 

tors (section 4.1) For the latter, one requires object models tiled with M small surface 

patches. 

4.1 Recognition and Localization by Linking Successive Operator Placements 

Note that the operator of Fig. lc has a certain symmetry; after it is applied to a sur- 

face, it makes little difference which triangle is regarded as the tripod. This leads to the 

idea of making a second application of the operator at the three points p2, P4 and p3 on 

the surface of a range image, producing a new point p5 as shown in Fig. 2 and a new 

feature value 0 . Thus for the second application of the operator, A, B, C and D are at 

p2, p4, p3 and P5, respectively. Let us now define a k-interpretation as an association of 



k points p, with k respective patches on which they might lie. 

Now note that we have succeeded in linking these operators together, so that we can 

combine the information gotten from their feature values. If we use the first operator 

application to look up the prestored 4-interpretations of p1; p2, P3 and p4 for some 

model, and the second to look up the 4-interpretations of p2, p4, P3 and p5, we can 

retain the 5-interpretations consistent with both. This linking procedure can be repeated 

indefinitely. Figure 2 shows five operator applications, yielding eight points and five 

feature values. This example illustrates the opportunistic growing of links wherever they 

don't cross boundaries of image segments. One good mechanism for keeping track of 

these sets of consistent interpretations is interpretation trees , with the range points p( as 

the sensor measurements and the surface patch as the model elements, much as in [5]. 

The difference here is that the constraints among four measurements at a time are 

included at each new tree level, thus eliminating many branches without generating 

them. Also, the constraints are somewhat stronger taken among four points at once, since 

a 4-interpretation satisfying the six pairwise constraints separately might not satisfy them 

simultaneously, and the latter is enforced by the 4-point operator. 

The linking could be done using one or two common points instead of three as 

described, but linking three points has the advantage of preserving rigidity; the distance 

between any two points in Fig. 2 is known to within the uncertainties arising from finite 

patch size and measurement error. For linkable operators of order greater than 1, the 

procedure generalizes in the obvious way; an outer triangle of one operator placement is 

used as the tripod of the next placement. We are currently planning experiments with 

linking procedures. 

4.2 Fast Rejection of Candidates Using Isolated Operator Placements 

In section 6 we will describe the results of experiments that show that single place- 

ments of a tripod operator can be highly discriminating between objects. The basic idea 

here is to preprocess each object in a library of objects by applying some tripod operator 

at many random locations on its surface. The resulting "cloud" of points in feature space 

is recorded for each object. We will give both theoretical (section 5.1) and experimental 

(section 6) evidence that the required number of operator placements to thoroughly 

characterize an object is manageable. 

At recognition time, an operator placement is made on a range image of a some 

scene possibly containing objects that were preprocessed, producing a feature vector f. 

For each prestored point cloud, a calculation is done to determine whether f is close 

enough to some point in the cloud to be possibly from that object.  If so, the object 



remains a candidate; otherwise the object is rejected. In section 5.1 we argue that these 

clouds are inherently sparse, occupying manifolds of dimensionality not exceeding three. 

This explains the strong discriminating power of operators of order 4 or greater observed 

in our experiments. Note that this approach does not require an explicit complete surface 

model, since the preprocessing is done on raw range images of objects. 

This approach depends on the assumption that almost any new operator placement 

on object 1 will yield a feature space point closer than some threshold distance to the 

nearest point in the stored point cloud for object 1, and that a reasonable fraction of the 

points obtainable from object 1 are farther than this threshold from the object 2 cloud, for 

most pairs of objects of interest. This assumption is experimentally validated in section 

6. This simple recognition logic could easily be somewhat improved by using a Bayesian 

statistical approach, but the present approach is simple, performs well, and illustrates the 

salient characteristics of this recognition problem. 

In the above approach, if the scene contains more than one object, grouping, or seg- 

mentation, becomes an issue. As with previous approaches [1,10,11], the problem of 

avoiding being fooled by measurements lying on multiple objects is not insuperable. One 

can subject the range image to a segmentation procedure which results in the labeling of 

each pixel as a member of a region such that two pixels in the same region probably lie 

on different objects. One hopes to achieve this with as few as possible regions lying on 

any one object. Some good cues to boundaries between regions are depth discontinuities 

and concave slope discontinuities. Methods for range image segmentation are treated 

elsewhere [7,8,9]. In addition, the sparseness of the feature space region describing each 

object makes the probability of a spurious match from multiple objects low, especially 

for high order tripod operators. Also, in our experience, tripod operators can often detect 

and avoid jump boundaries because a probe curve swings out "over the cliff' and strikes 

the range image on the jump boundary, which is easily locally detectable. However, the 

experiments in this paper treat only isolated objects. 

5. The Efficiency of the Tripod Operator 

Most uses of the tripod operator involve the exhaustive survey of an object's surface 

as a preprocessing step. This is followed at recognition time by the application of the 

operators to a range image and the mapping the their results into the identities and/or 

poses of objects present. The efficiency of these steps is therefore of central interest, and 

they are discussed in the three succeeding sections. 

5.1 How Many Ways Can a Tripod Operator Be Placed on an Object? 



A tripod, when constrained to lie on a surface, can clearly move in three degrees of 

freedom (DOF), corresponding approximately to two translational DOF and one rota- 

tional DOF. Therefore, in order to obtain all tripod feature vector values possible from a 

given object, within some tolerance, one only has to densely sample a three dimensional 

parameter space. 

We will now make essentially the same argument, in discrete terms. Suppose that 

the surface of an object has been tesselated into a large number m of small compact 

patches. Foot A of a tripod can be placed on any of the m patches. Foot B is at a fixed 

distance d from A, and so it can only be placed at the intersection of the object surface 

and a sphere of radius d centered at A. There are roughly O (VÄ7) patches on that space 

curve, so there are only roughly 0(M3/2) placements possible for the first two feet. Foot 

C is now nearly fixed can only lie only on 0(1) patches. Thus 0{Mm) is the estimated 

number of placements needed to exhaustively survey an object. 

5.2 How Much of the Feature Space is Occupied By an Object? 

Since, by the above arguments, the location of a tripod operator placement could be 

specified with three parameters, the resulting feature vector values must occupy at most a 

three dimensional manifold in feature space, regardless of its dimensionality (the order of 

the operator). This sparseness is useful for recognition. Of special interest are cases of 

surface symmetry. For example, for extruded surfaces and surfaces of revolution, sliding 

the operator along the symmetry direction causes no change in its feature vector. There- 

fore only a 2-D manifold in feature space is occupied. For a cylinder, with two symmetry 

directions, only a 1-D space curve in feature space is generated, resembling an ellipse. 

Finally, for a plane or sphere, only a single point in feature space can be obtained from 

any placement of a tripod operator. These properties can easily be exploited to design 

simple detectors for these surfaces. 

5.3 How Many Surface Locations Match a Given Feature Value? 

The short answer to this is "usually very few, unless the surface has special sym- 

metries", especially for operators of order > 3. For the operators described above, the 

value of the feature vector uniquely determines the positions of the n probe points with 

respect to the 3 tripod feet. One is interested in how many ways a given object's surface 

could be fit to this rigid set of 3+n points by rotating and translating the object. We will 

give some partial answers here. We will now successively impose the constraints that 

each of the n+3 points lies on the surface of the object and note the effect on our 

knowledge of the object's pose and identity. Initially the model is free in all six degrees 



of freedom (DOF). Then, as we successively require each point to lie on the model's sur- 

face, successively fewer DOF of motion are available to the model that we are trying to 

match to the points. That is, the set of possible poses is reduced. If no pose is possible, 

recognition fails for that model. Usually, introducing each additional point reduces the 

number of DOF by one, so that for six points (n=3), only a finite number of discrete poses 

are possible. If this is not the case, we say that there are object symmetries. For n>3, it is 

often the case that no object will fit except the correct one (see section 6). 

Consider the symmetry cases mention in section 5.2. For a plane or sphere, an 

operator of order one (4 points) with a given feature value either fits everywhere on the 

surface or nowhere, and can can be used to recognize the surface. For a cylinder, an 

order 2 operator has this recognition capability, and for general extrusions, helices and 

surfaces of revolution, an order 3 operator does. 

6. Experiments with Tripod Operators 

We have implemented a software system in C on a Sun SPARCstation which allows 

us to perform various experiments. These involve the generation of synthetic objects, the 

synthesis of range images of these objects, and the application of various tripod operators 

to them. The experiments described here focus on measuring the ability of tripod opera- 

tors to discriminate among objects, without localization. 

The synthetic objects are in the form of simplicial polyhedra whose vertices lie on 

analytic surfaces. The choice of this class of shapes is rather arbitrary. They are non- 

trivial for recognition because their local surface shape is irregular. Figure 3 shows the 

library of such objects that we used. They were generated by a program which opportun- 

istically fits triangles of roughly equal size to a given analytic surface, in such a way that 

a correct polyhedron is formed. Most of them have from 1000 to 3000 facets. The rea- 

son we went to the trouble to generate faceted surfaces is that we will need them for our 

future experiments in localization using linkable tripod operators and interpretation trees. 

Synthetic range images of these objects were generated by projecting rays through the 

points of a rectangular grid from a viewpoint. 

6.1 Computing a Tripod Operator Placement. 

The experiments in this section all involve the placement of tripod operators at ran- 

dom places on a range image, and so we will describe our fast procedure for doing this. 

We will treat the case of linkable tripod operators, such as the ones in Fig. ld&e. We 

assume that a range image is given, along with formulas relating the coordinates of an 

arbitrary point in space with the two pixel indices of the range image. In a nutshell, the 



procedure finds the intersection between a test curve and the range image by binary 

search along the test curve until the distance between the some point on the test curve 

and the corresponding range surface point is sufficiently small. 

We denote the range pixel whose horizontal and vertical indices are i and j, respec- 

tively, by the 3-vector riy-. This vector is given in a coordinate system in which the 

viewpoint of the rangefinder is at the origin. We define r(h,v) as an interpolated range 

image such that r{h, v) = ri;- if h=i and v=j. For non-integer values of h and v we will use 

triangulated polyhedral interpolation. Each i,j pair will yield two triangular facets; one 

with vertices at the range pixels (i,j), (i+1 j), and (ij+1), and one with vertices at (i+1 j), 

(ij+1), and (i+l,j+l). We denote by h(x) and v(x) the real valued functions mapping an 

arbitrary point x to the respective parameters of the corresponding point on the interpo- 

lated range image. That is, the ray from the origin of the rangefinder through x also 

passes through the range point r(/i,v), where h = h(x) and v = v(x). 

To place a tripod operator on the interpolated range image, we first place point a of 

the operator at a random range point. It may be between pixels. Then we chose a ran- 

dom direction in the hv plane and search for a point b lying on the interpolated range 

image at a euclidean distance d from point a. We do this by binary search along a circle 

of radius d centered at a for a point for a point b whose z component equals that of 

r(h (b),v(b)). The circle is oriented so that it is viewed edge-on from the rangefinder ori- 

gin. 

The third point c must be at a distance d from both a and b. It is calculated by 

binary search along a circle of radius dV3/2 centered at (a+b)/2 for a point for a point c 

whose z component equals that of r(/i (c),v(c)). The circle is oriented coaxially with the 

line through a and b. Any further points in a linkable tripod operator can be computed in 

exactly the same way; by chosing two existing points and searching along the circle that 

symmetrically bisects the line segment joining them. We represent the feature values in 

degrees, rounded to 1°. 

Note that although there are plenty of pixels to chose from in a typical range image, 

the tripod operator choses only points related as described above, so that interpolated 

points between range pixels are often selected. We will see that this slightly awkward 

procedure is very well compensated for by the operator's advantages. 

6.2 Discriminating Among Objects Without Explicit Models 

In order to visualize point sets in feature space, we have written a program to 

display the first two components of the vectors resulting from randomly placing order 3 
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linkable tripod operators on various surfaces. Figure 4 shows some interesting examples 

of this. In fig. 4a we see that as discussed in section 5.2 a cylinder produces an oval 

space curve in feature space. Only two features suffice to measure the radius of a 

cylinder, since a point in the plane of Fig. 4a lies on only one oval, which corresponds to 

cylinders of a specific radius. Figure 4b is for our library object "tor2". Because this 

polyhedron is approximately a surface of revolution, having one symmetry direction, it is 

approximately a two dimensional region in feature space. We have visualized this (and 

the other examples) using a rotating computer animation of the point cloud in the 3-D 

feature space. It is shaped like a flower with a hole in the center. Figures 4c,d also show 

the reduction of a DOF due to the extrusion symmetry of a planar 90° dihedral. This is 

illustrated with a planar slice. This dihedral (and other ubiquitous shapes) are good can- 

didates for characterization by simple piecewise polynomial discriminant surfaces in 

feature space to enable very fast recognition. 

We now describe the experiments mentioned in section 4.2. We used the order 3,4 

&5 versions of the operators of Fig. ld&e. The experiments consisted of picking an 

edgesize and order for the operator and a number of placements to make. Then for each 

object in the library, range images were generated from various viewpoints and a number 

of placements were made for each viewpoint, until the specified number of placements 

were obtained. A placement fails when one of the operator's probes either strikes a jump 

boundary or has no intersection with the surface. We always used 20 viewpoints, taken 

along the face normals of a regular dodecahedron centered on the object. This ensured 

likely visibility of most possible placement locations. In no way did we analyze or store 

aspects. The resulting set of feature vectors was stored for each object, and serves as a 

representation for the object. 

Next, for various operator edgesize and order settings used above, new range 

images of some of the objects was formed, with noise added to the z component of each 

range pixel. The noise was obtained using a uniformly distributed pseudorandom vari- 

able in a given interval ± e. A few random placements were made, resulting in a set of 

feature vectors we will call a test cloud. The more exhaustive feature space point sets 

described above we call stored clouds, for brevity. We used these two kinds of point 

clouds in the experiments described below. 

We focused initially on the case of order 4 operators, since the inherently 3 DOF 

feature space clouds should be sparse in the four dimensional space, and we wanted to 

use the simplest (lowest order) operator having this property. We were first concerned 

with how many placements it takes to "saturate" features space, so that most new 
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placements on the same object will be close (in feature space) to an old one. Table 1 

shows the results of measuring, for each library object, the distance from each of 100 test 

cloud points to the nearest point in that object's previously stored cloud. The operators 

have edgesize .15, and there is no noise in this example. 20,000 samples were taken in 

generating each stored cloud, and duplicates were removed, leaving the numbers shown. 

Note that the near-spheres have the expected sparseness, since an ideal sphere produces 

only one point in any tripod operator's feature space. These two shapes completely 

saturate their feature space clouds with a few hundred distinct points. At the other 

extreme is supquad2, which retained 17,507 distinct points out of 20,000. Accordingly, 

only 89% of the test points are within 3° of a stored point, whereas higher fractions were 

obtained for the other objects. The lesson here is that for the parameter values chosen, it 

is not hard to sufficiently saturate the stored cloud so that any new operator placement 

more than 5° from the nearest neighbor in the cloud permits rejecting the candidate 

object with considerable confidence. Larger stored clouds would reduce this margin. 

The degree of saturation desired depends in part on the amount of noise in the range 

measurements. This is addressed later. 

Next, we address the problem of discriminating the objects from one another. Fig- 

ure 5 shows selected results of various experiments of the following form: A test cloud 

of size 50 was taken for a given object obj 1, injecting range noise of peak magnitude e in 

z, using a linkable tripod operator of given order. The operator edgesize .15 was used 

throughout. Then the L2 (euclidean) distance D2 from each test point to the nearest 

neighbor in the stored cloud for a different object obj2 was computed. The distance D2 

from each test point to the correct cloud (for objl) was also computed. Dx was plotted 

against D2 for the 50 points. This presents the recognition problem in a very clear way. 

For example, in Fig. 5b we see that for an order 4 operator operating on a noise free 

range image, it is extremely easy to reject obj2 (supquad2), leaving tori as a candidate. 

Any placement having a distance to supquad2 greater than 10 (almost all of them do) 

immediately allows rejection of supquad2, since the likelihood of any of the objects hav- 

ing a gap of that size in its stored cloud is very small (recall table 1). We ran similar 

order 4 experiments for many pairs of objects and various values of noise. 

The predominant observation in these experiments was that for most cases, the first 

few test points processed allowed rejection of all nine wrong objects, for realistic noise 

levels. The tori vs supquad2 case was chosen for Fig. 5 because it was one of the most 

difficult pairs to discriminate. There are probably many locally similar regions. For most 

other cases this typical distances to the wrong class were larger. Thus, the dominating 

computation was the nearest neighbor test; 20,000 distances computed for each stored 
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cloud, repeated several times. For this reason one of our goals is to find effective 

methods for speeding the nearest (or sufficiently near) neighbor calculation. Good candi- 

dates are binning techniques from computational geometry and interpolation methods 

from numerical analysis. 

We will briefly digress here to discuss noise. We wish to make the point that for 

noise levels easily obtainable with a current rangefinder technology, remarkable recog- 

nition speed can be achieved. In our experiments we used noise of various values rang- 

ing from 0 to .015. Since our operator edgesize is d = .15 here, we used a range of z/d of 

0 to 10%. Furthermore, even for noise = .015 as in Figs. 5d,e&f, object discrimination is 

possible. A good triangulation rangefinder can achieve an accuracy of .5 mm, and if d = 

2.5 cm, £/d = 2%, one fifth of the Fig.5 value. This corresponds to a noise value .003 in 

our experiments. At this value, we were able to reject all wrong objects with the first test 

point most of the time. 

Note that in Fig. 5 we varied order (3 values) and noise (2 values) independently. 

We wanted to measure the "efficiency of discrimination" e as a function of these vari- 

ables. We quantified this as the fraction of the test points that would allow rejection of 

the wrong object (supquad2) by virtue of D2 exceeding some reasonable threshold; 

namely a roughly estimated upper bound Dt on the distance D i to the correct class. Dt 

was obtained from data similar to that of table 1. Dt depends on operator order and on 

noise. We obtained these results for the Fig. 5 data: 

a: Dt = 4, e = 12/50. 

b: Dt = 5, e = 19/50. 

c:Dt = l, e = 38/50. 

d: Dt = 10, e = 6/50. 

e: Dt = 15, e = 5/50. 

f: Dt = 20, e = 3/50. 

We observed that as order was increased in a through c without noise, the efficiency 

rapidly increased in response to the increased feature information. However, as order 

increased in d through f in the presence of substantial range noise, the efficiency seems to 

have decreased somewhat, probably due to the fact that noise in feature space distance 

increases with the number of components of the feature vector and counteracts the infor- 

mation gain. 

7. Conclusions and Future Directions 
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We have introduced a new class of operators for range images and presented 

theoretical and experimental evidence of their usefulness in recognizing previously 

known rigid objects in range images. Tripod operators were shown to generate manifolds 

of dimensionality not exceeding three in feature space of any order. They provide a way 

to measure in constant time the distinctiveness of a local region of a range image, in 

terms of both the number of models eliminated and the number of placements on the 

models eliminated. Our experiments on fast rejection of a number of objects were 

extremely successful and show that with reasonably accurate rangefinders many objects 

can often be rejected with a single operator placement. This is possible because a few 

(e.g. 7) range measurements contain much intrinsic shape information about a surface, 

and tripod operators separate this information from pose information completely. 

Tripod operators make the localization problem amenable at least partly to treat- 

ment by lookup tables, and are highly compatible with the method of constrained search 

of interpretation trees, allowing the use of other constraints along with the tripods. 

These operators suggest a great variety of future work. Their use in a complete 

vision system needs to be studied experimentally. Various traditional statistical pattern 

recognition methods might be useful for improving the model-free classification 

approach studied here, since tripod operators generate low-dimensional, highly informa- 

tive feature vectors. For example, a torus-like discriminate surface in a 3-D feature 

space could detect a cylinder. For higher order feature spaces than three, lookup tables 

are not even feasible, and analytic approximations of the 3-D subspaces for various 

objects might be very effective. This could lead to extremely fast recognition by elim- 

inating the nearest neighbor search. Also, mechanical tactile tripod operators might 

enable very fast tactile recognition. 

Some flexible objects might be recognizable with some variant of the tripod opera- 

tor, since when linked via three points they enforce local shape constraints more strongly 

than global ones, thus providing a potential method of approximating the continuum 

mechanics of bending an object. 

In the near future, we plan to generate for various tripod operators, modeled objects, 

and amounts of noise the set of possible interpretations consistent with each value of the 

feature vector for that operator. This will then allow us to better answer such questions as 

how accurate a rangefinder is required for various recognition problems, what kind of tri- 

pod operators are most useful, how fine a surface tessellation is required in the model, 

and what speedup over the pure interpretation tree approach is provided. We will study 

these problems in the context of building a high performance prototype recognition sys- 

tem. 
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